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Image Quality Evaluation in Professional
HDR/WCG Production Questions the

Need for HDR Metrics
Yasuko Sugito , Member, IEEE, Javier Vazquez-Corral , Trevor Canham , and Marcelo Bertalmío

Abstract— In the quality evaluation of high dynamic range
and wide color gamut (HDR/WCG) images, a number of works
have concluded that native HDR metrics, such as HDR visual
difference predictor (HDR-VDP), HDR video quality metric
(HDR-VQM), or convolutional neural network (CNN)-based
visibility metrics for HDR content, provide the best results. These
metrics consider only the luminance component, but several
color difference metrics have been specifically developed for, and
validated with, HDR/WCG images. In this paper, we perform
subjective evaluation experiments in a professional HDR/WCG
production setting, under a real use case scenario. The results
are quite relevant in that they show, firstly, that the performance
of HDR metrics is worse than that of a classic, simple standard
dynamic range (SDR) metric applied directly to the HDR content;
and secondly, that the chrominance metrics specifically developed
for HDR/WCG imaging have poor correlation with observer
scores and are also outperformed by an SDR metric. Based
on these findings, we show how a very simple framework for
creating color HDR metrics, that uses only luminance SDR
metrics, transfer functions, and classic color spaces, is able
to consistently outperform, by a considerable margin, state-of-
the-art HDR metrics on a varied set of HDR content, for both
perceptual quantization (PQ) and Hybrid Log-Gamma (HLG)
encoding, luminance and chroma distortions, and on different
color spaces of common use.

Index Terms— High dynamic range (HDR), wide color gamut
(WCG), objective quality metric, image coding, visual perception.
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Fig. 1. HDR image coding diagram using the PQ method.

Fig. 2. HDR image coding diagram using the HLG method.

I. INTRODUCTION

H IGH dynamic range (HDR) imaging helps to express
better detail in dark areas as well as much brighter

highlights and is becoming an essential technology for video
production. For HDR Television (HDR-TV), two different
types of HDR methods are standardized, namely, perceptual
quantization (PQ) and Hybrid Log-Gamma (HLG), and they
define a non-linear transfer function (TF) between luminance
and signal for capturing, displaying, recording, compressing,
and transmitting purposes [1].

The PQ electro-optical TF (EOTF) was designed according
to Barten’s contrast sensitivity function (CSF) [2] and trans-
lates a non-linear PQ encoded signal value into an absolute
display linear light that comes out of a monitor, whereas the
HLG opto-electronic TF (OETF) was designed for backward
compatibility with standard dynamic range (SDR) displays and
translates relative scene linear light captured by a camera into
a non-linear HLG signal value. See Figs. 1 and 2 for coding
diagrams illustrating these concepts, and [3] for details on the
concepts of EOTF, OETF, the opto-optical TF (OOTF), and
HDR coding.

Regardless of the TF used, the codec is composed of a
lossy encoding process followed by decoding, and therefore
image deterioration is unavoidable. With a good compression
quality the degree of deterioration might be unnoticeable, and
conversely, low compression quality might produce annoying
artifacts. A key element, then, for the evaluation of image
coding techniques is the use of full-reference objective quality
metrics, which measure the quality of a distorted image
relative to an original reference image. Appropriate objective
quality metrics should accurately emulate human perception,
giving results similar to those of a subjective evaluation. The
importance of having effective and precise quality metrics
for video coding cannot be overstated: video streaming has
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a very substantial environmental impact [4], and accurate
image quality metrics do help to reduce the carbon footprint
by allowing the content provider to minimize bandwidth use
without compromising the user experience.

It is possible to extend SDR metrics so that they can be used
in an HDR scenario as proposed in [5], simply by applying
to the HDR content a particular form of transfer function
termed Perceptually Uniform (PU) encoding. In this way we
can resort to “classic” SDR metrics like peak signal-to-noise
ratio (PSNR) or structure similarity index (SSIM) [6] and
create variants for HDR: PU-PSNR, PU-SSIM, etc. We must
point out that PU, like PQ, is based on experimental data
on contrast sensitivity thresholds, not on (suprathreshold)
brightness perception, making an assumption (peak sensitivity
at each luminance level) that is incompatible with biological
vision [7] and for this reason it is unable to reproduce some
basic brightness perception phenomena like the crispening
effect. There are also a number of objective metrics specifically
dedicated to HDR image coding, the most popular ones being
the HDR visual difference predictor (HDR-VDP-2) [8] and the
HDR video quality metric (HDR-VQM) [9]; for other appli-
cations, like augmented reality and virtual reality (AR/VR)
or rendering, HDR quality metrics have been proposed as
well [10], [11].

Among all metrics that can be used in HDR, the ones that
have the best performance in terms of their consistency with
subjective evaluation results are the “native” HDR metrics
HDR-VDP-2 and HDR-VQM [12]–[15], as they appear to
be considerably better than the PU extensions of SDR met-
rics [16]. As a downside, these HDR-specific metrics can
not be used in all situations because they are too complex,
computationally intensive, unsuitable as loss functions in opti-
mization problems because they are not differentiable [17],
and they have a limited correlation with observer scores in
applications like the evaluation of tone mapping results [18],
[19]. Also, in [20], [21] we show that their ranking for HDR
coding changes drastically depending on the experimental
setting and on the TF (PQ or HLG) used for compression.
In any case, recent works [22], [23] contend that these native
HDR metrics are only surpassed in accuracy by convolutional
neural network (CNN)-based visibility metrics for HDR.

Wide color gamut (WCG) technology allows for the repro-
duction of very vivid colors that fall outside the standard
color gamut of traditional television, Rec. BT.709 [24], and are
contained in the wider gamut prescribed in Rec. BT.2020 [25].
It is key to the advancement of realistic image presentation and
is commonly associated with HDR given that brighter displays
can produce more saturated colors [7]. HDR-specific metrics
like the ones mentioned above consider only the luminance
component, ignoring color. Some studies in the literature have
investigated objective quality metrics for HDR/WCG images
taking into account the chroma channels [26]–[28], and some
color difference metrics have been introduced specifically for
HDR/WCG images [29]. The computation of PU-encoded
values for red, green, and blue color channels, followed by
an SDR metric on each channel and a final aggregation of the
three values, has been shown to perform substantially worse
than the PU-SDR metric on luminance alone [16].

The major contribution and novelty of the present work
is twofold. Firstly, we provide experimental data, thoroughly
obtained in a practical use scenario of professional HDR/WCG
production, that challenge several of the conclusions men-
tioned above and in particular question the need for HDR
metrics in this context. Specifically, we show that:

• An SDR metric applied directly on PQ or HLG encoded
content performs better than the HDR-specific metrics
HDR-VDP-2 and HDR-VQM.

• In terms of color distortions, an SDR metric applied
directly on the luminance channel of PQ or HLG
encoded content performs better than any HDR/WCG
color metric.

Secondly, we present a very simple framework for creating
color HDR metrics, that uses only luminance SDR metrics,
transfer functions (including a novel TF based on brightness
perception) and weighted averages on typical color spaces.
We show that metrics produced in this framework are able
to consistently outperform, by a considerable margin, state-
of-the-art HDR metrics on a varied set of HDR content,
for both PQ and HLG encoding, for luminance and chroma
distortions, and on different color spaces of common use. This
approach is therefore quite more practical and effective than
using HDR-specific metrics, offering higher accuracy with
lower computational complexity, the ability to detect color
distortions, and the possibility to be applied directly on PQ
or HLG encoded content (which is a plus for HDR/WCG
professional production). Furthermore, if the underlying SDR
metric is differentiable, the metric created with this framework
can be used as a loss function in optimization problems.

The organization of the paper is as follows. In Section II we
detail the procedures for the dataset generation and for per-
forming the subjective evaluation experiments. In Section III
we prove that HDR-specific metrics are outperformed by SDR
metrics applied directly to HDR content. In Section IV we
prove that HDR/WCG color difference metrics are outper-
formed by an achromatic SDR metric. And finally in Section V
we present a simple framework to extend luminance SDR
metrics into color HDR metrics, introducing a novel TF based
on brightness perception and showing that the resulting metrics
can be considerably more effective than HDR-specific metrics.
We point out that our previous works [21] and [30] had prelim-
inary results on what is discussed here in Sections III and IV,
but the experiments in those works involved considerably less
test data and less metrics than what we now present in this
paper; on the other hand, the content of Section V has not
been reported elsewhere.

II. DATASET AND SUBJECTIVE EVALUATION

EXPERIMENTS

A. Dataset: HDR/WCG Test Images and Generation of
Distorted Images

We generated a dataset consisting of PQ and HLG images,
which is an extended version of our previous works, [21]
and [30].

Figure 3 represents thumbnails of 20 HDR/WCG test
still images, and Table I describes their specifications.
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Fig. 3. 20 HDR/WCG test images.

Fig. 4. Conversion process from PQ to HLG signal.

Fig. 5. Conversion process from HLG to PQ signal.

The spatial resolutions of the considered images are set to
1,920 ×1.080 pixels by cropping as needed. The images were
in four HDR types and converted to both nonlinear PQ and
HLG R’G’B’ images with the peak luminance of 1,000 or
4,000 cd/m2 as shown in Table I. Figures 4 and 5 illustrate
the conversion process from PQ/HLG to HLG/PQ signals
and the corresponding HDR types. The process between
PQ and HLG was lossless by setting the nominal peak
luminance (LW) of the forward and inverse HLG OOTFs as
the corresponding peak luminance. The details of the process
were explained in [21].

Figure 6 illustrates the relationship between dynamic
range (DR) and spatial information (SI) corresponding
to the twenty test images. The vertical axis indicates
DR = log10(Lmax/Lmin), where Lmax and Lmin are the maxi-
mum and minimum absolute display luminance in cd/m2 after
excluding 1% of the brightest and darkest pixels, respectively.
The horizontal axis represents SI [34], which corresponds to
the spatial complexity. SI is defined as the standard deviation
of the pixel values of

√
(|SobelH(Y10b)|2 + |SobelV(Y10b)|2),

where

Y = 0.2627 × R + 0.6780 × G + 0.0593 × B (1)

Y10b = round(1023 × Y ). (2)

Fig. 6. Dynamic range and spatial information of 20 test images.

Here, Y10b is the luminance component of an HLG image in
10-bit precision, and SobelH and SobelV are Sobel operators
(3×3 convolution filters) in horizontal and vertical directions,
respectively. A bar chart in Fig. 7 indicates colorfulness (CF)

of the twenty images: CF =
√

σ 2
rg + σ 2

yb + 0.3
√

μ2
rg + μ2

yb

where rg = R − G, yb = 1/2(R + G) − B, and σ 2 and μ are
the variance and average of the pixel values, respectively [35].
Although it was originally defined on the BT.709 RGB color
space [24], we directly applied the formula to the HLG
images in 10-bit precision that used BT.2020 color space [25].
Furthermore, the chromaticity diagrams of these images are
in [30], and 9 out of 20 images (01, 07, 10, and 15 – 20) have
a color gamut exceeding BT.709. Overall, the resulting graphs
indicate that the test images have a wide coding complexity.

To prepare various distorted images, we compressed each
twenty PQ and HLG original images using two video coding
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TABLE I

SPECIFICATIONS OF THE HDR/WCG TEST IMAGES

TABLE II

ENCODING CONDITIONS FOR HEVC AND VVC

Fig. 7. Colorfulness of 20 test images.

schemes, high efficiency video coding (HEVC)/H.265 [36]
and versatile video coding (VVC)/H.266 [37], and generated
synthesized images based on the HEVC and VVC encoded
images. The image coding procedures conform with the HEVC
common test conditions concerning HDR/WCG images [38].

The image format of the encoder input and decoder output
is Y’CbCr 4:2:0 10-bit. During the preprocessing step of the
encoder, a PQ or HLG encoded signal in BT.2100 R’G’B’
4:4:4 is transferred to Y’CbCr 4:2:0 10 bits, which has
one luma and two subsampled chroma components. Due to
subsampling, the image sizes of the Cb and Cr components
are decreased by half with respect to the original image both
horizontally and vertically. This subsampling process is lossy,
yet difficult to detect the difference perceptually. We denote
this subsampled original Y’CbCr image as YorgCorg.

Table II describes the encoding conditions for HEVC
and VVC. After encoding, image deterioration can be
observed in both luma and chroma components. Therefore,
we denote the compressed Y’CbCr images as YdisCdis. A total
of 240 YdisCdis images (20 images × 4 bitrates HEVC and
10 images × 4 bitrates VVC encoded images for PQ and HLG)
were generated. Also, the synthesized images from YorgCorg
and YdisCdis were generated, including YdisCorg, composed of
the compressed Y’ and uncompressed Cb and Cr components,
and YorgCdis, comprised of the opposite components. For
the four types of distorted Y’CbCr 4:2:0 10-bit images (i.e.,

1https://tech.ebu.ch/testsequences/zurich_athletics

TABLE III

EXPERIMENTAL CONDITIONS FOR SUBJECTIVE ASSESSMENTS

YorgCorg, YdisCdis, YdisCorg, and YorgCdis), the postprocessing
phase (the inverse of the preprocessing stage) was applied, and
distorted images in nonlinear PQ and HLG R’G’B’ 4:4:4 were
prepared. An example of original and distorted HLG images
is shown in Fig. 8.

B. Subjective Evaluation Experiments

A subjective evaluation experiment was performed follow-
ing Rec. BT.500 [34] and BT.2100 [1]. Table III represents
the experimental conditions used in the performed subjective
assessments.

We used a 31.1-inch 4K HDR/WCG liquid crystal dis-
play (LCD) monitor (i.e., EIZO CG-31452), supporting both
PQ and HLG methods and functions as “Display” in the
diagrams of Figs. 1 and 2. The monitor can display an all-white
background at 1,000 cd/m2 and controls the brightness by
pixel. The color gamut covers 99% of DCI-P3 [41] and more
than 80% of BT.2020 [25].

The viewing environment was set following Table 3 of
BT.2100, which establishes a reference viewing environment
for the critical viewing of HDR program material or completed

2https://www.eizo.com/products/coloredge/cg3145/
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Fig. 8. Example of original and distorted HLG images.

programs to provide repeatable results from one facility to
another when viewing the same material; the viewing distance
and the surround luminance were set to 1.5 times the picture
height and 5 cd/m2, respectively.

The presentation method follows the simultaneous double
stimulus for the continuous evaluation (SDSCE) method [34].
A pristine RGB image (without deterioration caused by the
subsampling) and the corresponding distorted one to be eval-
uated were displayed at the original scale side by side with
the 80-px padding between the two images on a mid-gray
background (approximately 50 cd/m2) during 10 s. Consid-
ering the order effect, the position of the original reference
images differs for different subjects of which half receive the
original on the left side and the other half on the right side.
Each observer evaluates the deterioration level of a test image
relative to the reference image using the five-grade impair-
ment scale corresponding to the double stimulus impairment
scale (DSIS) method [34]: 5 – imperceptible; 4 – perceptible,
but not annoying; 3 – slightly annoying; 2 – annoying;
and 1 – very annoying. Psychtoolbox-3 [42] with a 10-bit
frame buffer mode was used to present the images and input,
and record the scores. In this experiment, we focused on
luminance reproducibility: e.g., a signal value corresponding
to 800 cd/m2 should be displayed at 800 cd/m2. The monitor
displayed several PQ images (11–20) after clipping at the
peak luminance, 1,000 cd/m2 (in our experiments this clipping
procedure does not appear to have any effect on the perceived
deterioration).

The experiment was conducted in two batches by research
experts in HDR videos, with 16 experts taking part in the first
batch and 11 of them, plus 4 other experts, participating in the
second. Each batch was comprised of two 30-min sessions.
Between each session, they took a break of at least 30 min.
The evaluation was conducted one person at a time. Before
the experiment started, verbal instructions of the evaluation
method were provided to the subjects, and then they tested
the training samples using different images from the test set
to become familiar with the operation. The first and second
sessions were for either HLG or PQ images, respectively
(this information was not provided to the subjects before
the experiment). A total 240 encoded images (120 YdisCdis
generated from 20 original images (01–20) for PQ and HLG)

Fig. 9. MOS distribution of the distorted images.

and 258 other distorted images (9 YorgCorg, 60 YdisCorg,
and 60 YorgCdis generated from 9 original images (01, 05,
10–11, 14–16, 19–20) for PQ and HLG) were assessed in the
first and second batches, respectively. These other distorted
images were assessed to investigate the perceptual influence
on the deterioration of color components in Section IV and
the performance of HDR/WCG metrics in Section IV-A.
Additionally, 10 and 8 original images were, respectively,
assessed for each batch for screening purposes. These items
were randomly displayed.

The individual mean opinion score (MOS) of the original
images and the Pearson linear correlation coefficient (PLCC)
between the MOS and individual score for all evaluation items
in each session were confirmed for screening the subjects. The
individual MOS was between 4.5 and 5.0, and the PLCC was
between 0.84 and 0.95. Thus, no outlier was present. Figure 9
shows the MOS distribution of the 498 distorted images. The
distribution of MOS values is spread evenly, and the median
value is 3.56. Since deterioration in YorgCorg and YorgCdis
images is hardly detectable (see Fig. 8), the ratio of other
distorted images in MOS of 4 or larger becomes higher than
that of encoded images.

III. HDR-SPECIFIC METRICS ARE OUTPERFORMED BY

SDR METRICS APPLIED DIRECTLY ON HDR CONTENT

The performance of objective quality metrics on com-
pressed HDR images using the first batch of our dataset was
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TABLE IV

HDR METRIC RESULTS FOR PQ, HLG, AND ALL ENCODED IMAGES

studied in [21]. Results showed that directly applying SDR
metrics, visual information fidelity (VIF) [43], and multi-
scale SSIM (MS-SSIM) [44], to the luminance component
of PQ/HLG images in 10-bit precision (calculated from (1)
and (2)) showed better results than those of HDR dedicated
metrics, HDR-VDP-2 [8] and HDR-VQM [9]. Note that
HDR-VQM was selected because it showed an excellent result
for HDR still images in a past study [13] though it was
developed for videos, i.e., it considers deterioration in both
spatial and temporal dimensions. Also, we considered two
additional SDR metrics: feature similarity index (FSIM) [45],
recommended in [27], and video multimethod assessment
fusion (VMAF) [46], that is the state-of-the-art support vector
regression (SVR)-based metric. For the VMAF calculation,
we used VMAF v.2.1.1 released in January 2021 and the
v.0.6.1 model. In addition, we tested another HDR dedi-
cated metric, HDR-VDP-3,3 which is the latest version of
HDR-VDP.

We evaluated the performance of the considered objective
quality metrics in the same way as previous related works [20],
[21], [26]–[28], [30]. The consistency between the objective
quality metric and the results of a subjective evaluation was
investigated by the curve fitting of the logistic function based
on the least square method:

ŷ = a + b

1 + exp(−c(x − d))
(3)

where x and ŷ denote the result of the objective metric and the
predicted MOS, respectively. The true MOS y corresponding
to x can be obtained from a subjective evaluation. The vari-
ables a, b, c, and d are selected to minimize

∑
i (yi − ŷi )

2 for
all items i . The number of items of the first batch was 120 each
for PQ and HLG images, totaling 240. We assessed the perfor-
mance in terms of PLCC, the Spearman rank-order correlation
coefficient (SRCC), and the root-mean-square error (RMSE),
concerning the corresponding relationship between yi and ŷi .
PLCC, SRCC, and RMSE measure the linearity, monotonicity,
and accuracy, respectively. Ideally, the correlation coefficients
should be 1, whereas the RMSE should be 0.

The performance results of the HDR metrics for PQ, HLG,
and all images are shown in Table IV. The metrics are sorted
in descending order of PLCC, while the orders of SRCC and
RMSE are almost the same. The figures in bold indicate the

3https://sourceforge.net/projects/hdrvdp/files/
hdrvdp/3.0.6/

TABLE V

NUMBER OF CONDITIONS THAT EXHIBIT SIGNIFICANT

DIFFERENCE FOR PQ IMAGES

best results, and the HDR dedicated metrics are in italics for
reference. Although VMAF showed better results than those
of HDR-VDP-2, HDR-VDP-3, and HDR-VQM, VIF remained
the best among all the metrics (as in [12], and for the case
of HDR video, VIF with PU encoding was also shown to
outperform HDR-VDP-2).

IV. HDR/WCG COLOR DIFFERENCE METRICS ARE

OUTPERFORMED BY AN ACHROMATIC SDR METRIC

Previously, we introduced the performance of HDR metrics
on PQ and HLG images. However, all these HDR metrics rely
on an achromatic component and ignore additional color infor-
mation. To prove the necessity of incorporating chroma com-
ponents in objective quality metrics for HDR/WCG images,
we verified whether there is a significant difference between
subjective evaluation results of YxCdis and YxCorg with the
same luma component Yx ∈ (Yorg ∪ Ydis), even though VIF
shows almost the same scores in such cases (i.e., VIF can not
detect deterioration on chroma components).

Comparing MOS values of YxCdis and YxCorg
(Yx ∈ (Yorg ∪ Ydis)), we conducted Welch’s t-test for
the hypothesis that the two groups have equal mean, at the
5% significance level from the individual subjective test
scores. Tables V and VI represent the number of conditions
demonstrating a significant difference between MOS values in
PQ and HLG images, respectively. For instance, 2/8 indicates
that 2 of 8 conditions exhibit a significant difference between
the MOS values corresponding to YxCorg and YxCdis. The
differences are always as follows: YorgCorg > YorgCdis for
the Yorg images, and YdisCorg < YdisCdis for the Ydis images.

Authorized licensed use limited to: York University. Downloaded on January 20,2023 at 22:41:33 UTC from IEEE Xplore.  Restrictions apply. 



SUGITO et al.: IMAGE QUALITY EVALUATION IN PROFESSIONAL HDR/WCG PRODUCTION 5169

TABLE VI

NUMBER OF CONDITIONS THAT EXHIBIT SIGNIFICANT
DIFFERENCE FOR HLG IMAGES

The subjective assessment results indicated that distortion
in chroma components can be distinguished perceptually.
Overall, PQ images showed less number of conditions that
presented a significant difference. This can be due to a special
encoder setting for PQ images that balances bit amounts
on the luma and chroma components [38]. Considering that
the difference was mainly in Yorg for HLG images, the
degradation level on color components could be easily detected
if a luma component was not significantly distorted. Therefore,
we demonstrated the necessity of incorporating chroma com-
ponents into the objective quality metrics.

A. Performance Evaluation of Existing HDR/WCG Metrics

We selected nine objective quality metrics that used both
achromatic and chromatic components, including five color
difference metrics, an SVR-based HDR/WCG metric, and two
HDR/WCG metrics used for VVC standardization. We also
included an achromatic metric, PSNR-L100, which was
also adopted for VVC standardization. Additionally, VIF in
PQ/HLG signal was calculated for reference. In what follows,
we provide a short description for each metric.

1) �E00: Commission International de l’Éclairage (CIE)
DE2000 (�E00) is a color difference metric calculated accord-
ing to (4), as shown at the bottom of the next page [47].

This metric uses the CIE L*a*b* color space that is
designed such that the same amount of numerical change in
value corresponds to roughly the same amount of perceptual
change. Although it is not intended for HDR/WCG images,
it achieves good performance for an HDR/WCG image data-
base [26]. We calculated �E00 for each pixel between an
original and distorted image and then took the average value
across all pixels in an image. Other color difference metrics
are calculated similarly.

2) �ES: S-CIELAB (�ES) simulates spatial blurring by
the human visual system (HVS) [48]. To realize this, a spatial
Gaussian filter is applied to input images before calculating the
color difference �E in the CIE L*a*b* color space. Similar
to �E00, an existing study indicated that �ES achieves a good
result for HDR/WCG images [27].

3) �EI T P: �EITP, described in BT.2124 [29], has been
introduced specifically for HDR/WCG images, and is the
standardized version of the �EICtCp metric introduced in [49].
This version differs only in that the Ct channel is multiplied
by a scalar value of 0.5 to convert to an I T P representation.

It relies on the display referenced PQ ICTCP color space
defined in Table 7 of BT.2100 [1], as shown in this equation:
�EI T P = 720 ×

√
(I1 − I2)2 + (T1 − T2)2 + (P1 − P2)2

(5)

where I = I , T = 0.5 × CT , and P = CP in ICTCP.
For computing this metric, an estimate of the absolute

display light in cd/m2, as seen by human eyes, is required.
To this end, for HLG images, we apply the HLG OOTF for
mapping the relative scene light to the display light and set the
peak luminance LW to 1,000 cd/m2, adapting to the monitor
used in the subjective assessment.

4) �I T PR: �ITPR described in BT.2124 [29] is an exten-
sion of �EITP and can be directly applied to the scene-referred
relative signals, such as those considered in the HLG method.
For PQ images, we converted them to HLG signals before
the calculation using the process of Fig. 4. Converting from
HLG ICTCP to ITP, specific parameters are defined as follows:
I = I ; T = 0.5 × 1.823698 × CT ; P = 1.887755 × CP .
Subsequently, those values are assigned to (5).

5) �Ez: �Ez is a color difference metric for HDR/WCG
images [50]. The metric is calculated from the Jzazbz percep-
tually uniform color space, which was based on PQ ICTCP
color space and has more uniformity than that of ICTCP. As in
the case of ICTCP, the PQ inverse EOTF is included in the
conversion from display light to Jzazbz.

6) FSI MC : FSIM has been developed from the observation
that the HVS considers an image mainly according to its
low-level features: specifically, a phase congruency (PC) and
an image gradient magnitude [45]. FSIMC incorporates the
chromatic information into the calculation procedure and is
defined using this equation:

FSI MC =
∑

x∈� SL (x) · [SC (x)]λ · PCm (x)∑
x∈� PCm(x)

. (6)

Here, SL and SC denote the luminance and chrominance
similarity measures, respectively. The paper experimentally
determined the weight of the chrominance components λ as
0.03. We input PQ/HLG R’G’B’ images in a 10-bit precision.

7) SVR HDR/WCG Metric [28]: This metric was developed
by aggregating existing metrics, SI [34], HDR-VDP-2 [8],
FSIM [45], and SSIM [6], using SVR. The SVR model has
five explanatory variables as the inputs: (i) SI in Jz of Jzazbz,
which indicates a spatial complexity of an original image;
(ii) FSIM in Jz, which is calculated by omitting the term
[SC(x)]λ from (6); (iii) HDR-VDP-2; (iv) and (v) MCS5 in
az and bz of Jzazbz, which signify the mean of contrast (c) ×
structure (s) defined in SSIM after down-sampling 5 times
with a ratio of 2 on the az and bz components, respectively.
When inputting a component of the Jzazbz color space to the
four SDR metrics, (i), (ii), (iv), and (v), a scaling process
in [27] was applied to adapt 8-bit SDR values. The SVR
model was trained using four HDR still image databases to
output an optimized metric score from the five input variables.
We implemented this metric using MATLAB and confirmed
that the median SRCC after conducting 1000 trials of the
cross-validation using the four databases constantly marks
approximately 0.94, whereas the median in the paper is 0.9421.
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TABLE VII

HDR/WCG METRIC RESULTS FOR PQ IMAGES

8) wPSN R: wPSNR is a block-based calculation of PSNR,
where the error values are weighted by a contrast sensitivity
function, given the luminance value of the corresponding
block. It is used by the Joint Video Experts Team (JVET)
for evaluating the VVC encoding efficiency of HDR/WCG
content, according to a very recent report [51]. To account
for color, the metric is applied individually to YU’V’ color
channels and the channels are given weights [6,1,1]/8.

9) �E100: The �E100 based metric is calculated by taking
the color difference between Luma, Chroma, and Hue values
from a CIE L*a*b* encoded signal and incorporating the
resulting �E value in a PSNR calculation, where the peak
value is set to 10,000 for PQ and 1,000 for HLG signals [51].

10) PSN R − L100: In this metric, also used by JVET for
evaluating coding efficiency in HDR/WCG, the distortion is
calculated as the ratio between the mean absolute error in the
luminance channel and the peak signal value, which is set to
10,000 for PQ and 1,000 for HLG signals, respectively [51].

11) VIF: In Section III, VIF, derived from a statistical
model for natural scenes, a model for image distortion, and
an HVS model in an information-theoretical setting [43],
demonstrated excellent performance compared with the other
considered HDR metrics using only an achromatic component.
We have inputted Y10b, a 10-bit luminance signal derived from
PQ/HLG R’G’B’ images, calculated from (1) and (2).

Tables VII and VIII represent PLCC, SRCC, and RMSE of
each metric for PQ and HLG images, respectively. The number
of items was 249 for each PQ and HLG images (120 encoded
and 129 other distorted images).

Tables VII and VIII show that, among the metrics consider-
ing color, the proposed SVR aggregation of HDR and WCG
metrics is the most effective. The SVR metric outperforms the
HDR-specific metrics HDR-VDP-2, HDR-VDP-3, and HDR-
VQM, as can be observed by comparing with the data in
Table IV. However, Tables IV, VII, and VIII also show that
VIF is still better than all other metrics, including SVR,

TABLE VIII

HDR/WCG METRIC RESULTS FOR HLG IMAGES

despite the fact that VIF is an SDR metric that ignores color
because it is only applied to the luminance channel.

V. A SIMPLE FRAMEWORK TO DEVELOP

HDR/WCG METRICS

A. Key Ideas

From the experimental results reported in the previous
sections, we can see that there is still a need for a full-reference
image quality metric adapted to HDR and WCG content that
is sensitive to chromatic distortions.

We now make a series of observations that will be the basis
of our proposed framework to develop HDR/WCG metrics,
and which hopefully provide some insights on the reasoning
to justify the novelty of our approach:

• SDR metrics simply are better metrics than HDR-
native metrics: their correlation with observers’ scores is
higher.4 SDR metrics have a much longer and richer his-
tory, and they have been much more extensively validated
and optimized; it is easy to see that in the SDR case the
validation experiments are simpler to perform, as they do
not require the “specialized hardware” of HDR displays.

• The purpose of the TF nonlinearity is to allow for
perceptual quantization, and for this reason, it has to
emulate brightness perception [7]. This suggests that a
modular approach with a TF that better emulates the
perception of HDR images, followed by the application
of an SDR metric, could yield a better HDR metric.

• In human vision, the contrast sensitivity is different for
each color channel, so it makes sense when creating a
metric that is intended to measure color differences to do
this measurement on each channel, and then to combine
these values through a weighted average.

4We are talking of course of SDR metrics applied to SDR images, and HDR
metrics applied to HDR images.
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• But in biological vision and for natural images there are
so many factors affecting contrast sensitivity [7] that there
is no effective model from color science that could tell us
how to weight color channels: therefore, it makes sense
to optimize these weights so that the resulting metric has
a maximum correlation with the opinions of observers.

B. Proposed Framework

Given a linear-light decoded HDR image Hd (with distor-
tions due to lossy compression) and an uncompressed original
HDR image Ho, also in linear-light, our proposed framework
to develop HDR/WCG metrics that compare Hd with Ho

consists of three stages:
1) For each channel c in color images Ho and Hd apply

a nonlinear TF that emulates brightness perception,
yielding single-channel images T F(H c

d ) and T F(H c
o ).

2) For each channel c apply an SDR image quality metric
M comparing images T F(H c

d ) and T F(H c
o ), yielding a

single-channel image quality score V c:

V c = M(T F(H c
d ), T F(H c

o )) (7)

3) The final score V of the HDR/WCG metric is computed
as a weighted average of the image quality scores
obtained for the three channels:

V =
∑

c αcV c∑
c αc

(8)

In summary, what we propose is to develop HDR/WCG
metrics V (Hd, Ho) whose output is given by (8). Any partic-
ular instance of a metric in our framework is determined by
the choice of color space (i.e., what the channels c represent),
nonlinearity TF, SDR metric M , and weights αc. A schematic
of our approach is presented in Fig. 10.

Although there are some relevant differences with previous
approaches (e.g., our TF is not limited to PU and we work
in color, unlike [5]) we must remark that our major contri-
bution/novelty is not so much in the framework itself, whose
core ideas are extremely simple, but in showing that it works
and consistently outperforms HDR-specific metrics (as we will
see in the following section), which is rather counter-intuitive
as it challenges commonly held assumptions in the field: the
assumptions that HDR-specific metrics are always better than
the extensions of SDR metrics, and that working in color gives
lower performance than working in luminance.

C. Experimental Validation of New Metrics From Our
Proposed Framework

To illustrate the effectiveness and potential of our proposed
framework, we evaluate the performance of the 45 metrics
obtained from combinations of the following choices:

1) The nonlinearity TF can be HLG, PQ, PU, PU21 [17]
(a very recent update on PU), or a novel image-adaptive
function termed T MG2 that we have developed
based on an algorithm inspired by vision models
for (suprathreshold) brightness perception [19]. The
details of the T MG2 derivation are included in the
Appendix.

TABLE IX

HDR METRIC RESULTS ON THE 120-IMAGE TEST SET

2) The SDR metric M can be VIF, VMAF, or MS-SSIM,
chosen because they are the three best performing met-
rics for HDR in Table IV.

3) The color space can be RGB, ITP, or Y CbCr .

In all cases, the weights αc have been chosen to maximize
the PLCC correlation of V with the MOS scores from the
experiments described above - a variety of compressed images,
with either HLG or PQ encoding at the time of compression,
and two different compression modalities - HEVC and VVC.

1) Comparison With the State of the Art in HDR Coding:
We split the source dataset into two 120-image sets, where
the channel weights αc are trained on one and the metrics
tested on the other. The 20 original reference images were
separated into two groups such that each set of corresponding
distorted images reflected the variation in dynamic range and
spatial information represented in the full dataset (shown in
Fig. 6), while still preserving variance in image sourcing and
content between both sets. Each 120 image set is subsequently
split into two 60-image subsets, one composed of PQ-encoded
images and the other where the images are encoded with HLG.

The results from the state-of-the-art HDR metrics from
the literature, including the very recent deep learning metric,
deep photometric visibility metric (DPVM) [23], are shown in
Table IX. The results for all 45 metrics from our framework
on the whole 120-image testing set are presented in Table X
for RGB, Table XI for ITP, and Table XII for Y CbCr .

For completeness, the separate results for PQ and HLG
encodings are presented as Supplementary Material, but there
are no important differences in the trends and rankings with
respect to those that can be observed on the 120-image
set. In the Appendix, Tables XV, XVI, and XVII show the
optimized channel weights αc for each metric, and in Fig. 12
we can see a detailed schematic of the color transformation
pipelines used in our tests.

From the comparison of these tables we can make a number
of very interesting observations:

1) There are many instances of our framework, 15 in total,
where our metrics surpass all HDR-specific metrics.

2) For each color space, the best performing metric is
obtained with a different TF; these three metrics all have
comparable scores (in PLCC, SRCC, and RMSE) that
clearly surpass those of HDR-VDP-2, which is the best
HDR-specific metric.

3) The deep-learning HDR metric DPVM does not improve
on HDR-VDP-2, HDR-VDP-3, nor HDR-VQM.

4) For the RGB color space our custom, vision-based
transfer function T MG2 clearly outperforms the other
TFs tested. These results show that an image-adaptive
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Fig. 10. Schematic of our proposed approach.

TABLE X

RESULTS FOR DIFFERENT INSTANCES OF OUR FRAMEWORK ON 120 IMAGES IN RG B ENCODING

TABLE XI

RESULTS FOR DIFFERENT INSTANCES OF OUR FRAMEWORK ON 120 IMAGES IN I T P ENCODING

TABLE XII

RESULTS FOR DIFFERENT INSTANCES OF OUR FRAMEWORK ON 120 IMAGES IN Y CbCr ENCODING

transfer function based on brightness perception can be
a more robust option for the representation of HDR
signals to be used as input for SDR metrics than stan-
dardized transfer functions based on contrast sensitivity
thresholds.

In short, these results evince that several metrics developed
under the proposed framework are shown to outperform by a
considerable margin the current state-of-the-art HDR metrics,

as demonstrated on a varied set of HDR content, for both
PQ and HLG coding, for luminance and chroma distortions,
and for common color spaces. Our conclusion then is to
propose for image quality evaluation of HDR/WCG images the
following metrics, which are the best-performing ones in our
tests: VIF as SDR metric, with T MG2 as TF when working
in RGB, PQ for the ITP color space, and PU21 for the Y CbCr

color space.
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Fig. 11. Results for the ANOVA test comparing 9 metric instances when color is considered (the default form of our framework) versus the case when only
luminance is considered (i.e. the achromatic case, c ∈ {Y }). The color processing presents a significant improvement for the three different measures.

TABLE XIII

RESULTS FOR DIFFERENT INSTANCES OF OUR FRAMEWORK ON 120 IMAGES WHEN WORKING ONLY ON LUMINANCE

We must point out that while HDR-VDP and HDR-VQM
are (by design) color blind, our metrics consistently pick
up color distortions, as the metric value when comparing
images YxCdis and YxCorg that have the same luma component
Yx ∈ (Yorg ∪ Ydis) is never the maximum score. In some
cases, the metric value can correlate well with observer MOS
data on these chroma distortions (e.g., P LCC = 0.69 for the
metric given by the choices T F = PQ and M = VMAF in
RGB), and this highlights another interesting aspect of our
formulation, its modularity: the user can choose the color
space, nonlinearity T F and SDR metric M that better suit
her needs and better fit her data.

2) Comparison Against Using Luminance: We want to
address the following point: the common assumption in the
literature for HDR image quality assessment is that, when
extending luminance SDR metrics to HDR, their performance
on luminance is substantially better than if they are applied to
the color channels and then the scores are averaged [16].

So to begin with, we conduct an ANOVA analysis to
demonstrate the importance of considering color (the default
form of our framework) versus the case when only luminance
is considered (i.e., the achromatic case, c ∈ {Y }). For this
analysis we take as an example 9 metrics from our framework,
the ones produced by the combination of three TFs (T MG2,
PQ, and HLG) and the three SDR metrics under consideration,
for the RGB color space, and full set of the images.

The left plot of Fig. 11 shows the general comparison
of looking together at the PLCC for the 9 different metric
instances, only splitting between color and luminance. As it
can be seen, there is an advantage to the color scheme, which

TABLE XIV

COMPARISON BETWEEN OPTIMIZED WEIGHTS AND CHANNEL

AVERAGE FOR PU21 WITH VIF IN RGB

is statistically significant. Similarly, the center and right plots
of the same figure show the results for the SRCC and the
RMSE measures in which we can also see that the effect of
optimizing for color channel weightings is clearly positive,
and statistically significant when averaging overall results.

To further highlight the importance and advantages of
considering color, we can compare the results obtained for
each color space by all combinations of TF and SDR metric
(Table X for RGB, Table XI for ITP, Table XII for Y CbCr )
with the results obtained by those same metrics when working
only on luminance (Table XIII). As we can see, for each color
space the best result is produced with a different TF, and
this color result is always better than the corresponding result
for luminance. Specifically, for RGB the best results for VIF,
VMAF, and MS-SSIM are produced by T MG2 and they all
surpass the results when using T MG2 on luminance; for ITP,
the best result is obtained with PQ, and for Y CbCr the best
performing TF is PU21, and in both cases their numbers are
better than those for the luminance case.

Finally, we would like to point out that previous attempts
at applying HDR-extended SDR metrics to the RGB color
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space have used equal weights, whereas in our framework
the weights are optimized so that the metric best fits the
observers’ scores, and this gives us a clear advantage in terms
of performance, as exemplified in Table XIV for the case of
PU21 with VIF in RGB.

VI. CONCLUSION

By performing thorough image quality experiments in a pro-
fessional HDR/WCG production scenario, we have been able
to demonstrate that the following commonly held assumptions
are incorrect:

• “HDR-native metrics provide the best results.” Our
results in Section III show that the performance of HDR
metrics is worse than that of a classic, simple SDR metric
applied directly to the HDR content.

• “HDR extensions of SDR metrics may be practical but
they are not as good as HDR-native metrics.” Our results
in Section V show that there are many instances in
which HDR-extended SDR metrics outperform HDR-
native metrics.

• “The best results are obtained with a Deep Learning
metric.” Our results in Section V show that the state-of-
the-art Deep Learning HDR metric is outperformed by
most of the metrics that we have considered.

• “For color differences, HDR/WCG metrics provide the
best results.” We show in Section IV how the chromi-
nance metrics specifically developed for HDR/WCG
imaging have poor correlation with observer scores and
are also outperformed by an SDR metric.

• “If working with an HDR-extended SDR metric, it is
better to work only on the luminance channel than
working on the color channels and performing a weighted
average.” Our results in Section V show that performing
a weighted average of the metric values computed on
each color channel provides a better fit to the observers’
scores than considering only the luminance channel.

We have proposed for image quality evaluation in
HDR/WCG coding a very simple framework for creating
color HDR metrics, that uses only luminance SDR metrics,
transfer functions, and common color spaces. The advantages
of our proposed framework over HDR-native metrics are the
following:

• It provides a better match to observers’ scores.
• It is able to detect both luminance and chroma distortions.
• It has much less computational complexity.
• It can be applied directly on PQ/HLG encoded content

without having to do any transforms, which is an impor-
tant plus for HDR/WCG professional production.

• Its modularity allows the user to choose the building
blocks (color space, nonlinearity, and SDR metric) that
are most suitable for each particular scenario.

• If the underlying SDR metric is differentiable, the metric
created with this framework can be used as a loss function
in optimization problems.

From our results we propose for image quality evaluation
of HDR/WCG images the following metrics within our frame-
work, which are the best-performing ones in our tests: VIF as

SDR metric, with T MG2 as TF when working in RGB, PQ for
the ITP color space, and PU21 for the Y CbCr color space.

Our conclusion then is to question the need for HDR
metrics.

We are currently working on extending this study to videos.

APPENDIX I

In this Appendix, we explain the computation of our pro-
posed T F non-linearity T MG2, which is a slight adaptation of
the vision-based transform T MG recently introduced in [19]
for the purpose of tone mapping of graded content, i.e., for
converting HDR images into SDR ones by emulating the
brightness perception of HDR pictures. The transform T MG is
a power law with a variable exponent that changes depending
on the local pixel intensity, going from a value of γL for
low intensities to a value of γH for high intensities. The
values of the parameters that determine T MG are image-
dependent, and for our proposed transform T MG2 we have
simply modified the way they are computed, while preserving
the basic structure of the T MG model (see [19] for details).
We will now describe step by step the transform T MG2.

Let I be a linear HDR image, graded for some peak intensity
level (e.g., 1,000 cd/m2). For simplicity, let us assume I is a
single-channel, luminance image, μ1 is its associated median:
μ1 = median(I ), and σ1 is its associated standard deviation.

Let Î be the HLG encoding of I :

Î = H LG(I ), (9)

and μ2 its associated median: μ2 = median( Î).
By design, the HLG encoding is backwards-compatible with

SDR displays, i.e., we can directly show an HLG image on
an SDR display and it will look good. This tells us that the
median luminance of Î is the one that we should try to achieve
with our T F , which gives us the following expression:

μ
γ
1 = μ2. (10)

Solving for γ , we have this new equation:
γ = log(μ2)

log(μ1)
. (11)

For γL (corresponding to intensity levels below μ1), and
γH (corresponding to intensity levels above μ1), we go back
to the original formulation of [19]:

γL = (1 + k)γ ; γH = (1 − k)γ, (12)

but now we make the parameter k depend on the standard
deviation:

k = 0.4 − 8.12 · σ1. (13)

The value 0.4 in this equation comes from the crispening data
in [52], and the value 8.12 comes from optimizing an instance
metric from our framework (the one given by choosing T F =
T MG2 and M = V I F) so as to provide the best possible fit
to the MOS data used in the experiments in the present paper.

For the interpolation/transition from γL to γH we use a
classical sigmoid:

s(I ) = 1

1 + e3.25(I−μ1)
, (14)
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TABLE XV

OPTIMIZED CHANNEL WEIGHTING VALUES FOR FRAMEWORK INSTANCES IN RG B

TABLE XVI

OPTIMIZED CHANNEL WEIGHTING VALUES FOR FRAMEWORK INSTANCES IN I T P

TABLE XVII

OPTIMIZED CHANNEL WEIGHTING VALUES FOR FRAMEWORK INSTANCES IN Y CbCr

Fig. 12. Color transformation pipelines for RG B , Luminance, I T P , and
Y CbCr tests. RG BI SOY signifies the display linear luminance of isolated
RG B channels.

which goes from s = 1 when I = 0 to s = 0.5 when I = μ1 to
s = 0 when I � μ1, and where 3.25 regulates the slope (this
parameter was also optimized to fit the MOS data).

Finally, our transfer function T MG2(I ) is computed as a
power-law of variable exponent:

T MG2(I ) = I γ (I ), (15)

where the expression for the exponent is:
γ (I ) = s(I )γL + (1 − s(I ))γH . (16)

APPENDIX II

Tables XV to XVII show the optimized channel weights αc

for each metric, and in Fig. 12 we have a detailed schematic
of the color transformation pipelines used in our tests.
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