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Abstract
Gamut reduction transforms the colors of an input image

within the range of a target device. A good gamut reduction algo-
rithm will preserve the experience felt by the viewer of the original
image. Saliency algorithms predict the image regions where an
observer first focuses. Therefore, there exists a connection be-
tween both concepts since modifying the saliency of the image
will modify the viewer’s experience. However, very little attention
has been given to relate saliency and gamut mapping. In this
paper we propose to modify a recent gamut reduction algorithm
proposed by Zamir et al. [32] in order to better respect the saliency
of the original image in the reproduced one. Our results show that
the proposed approach presents a gamut-mapped image whose
saliency map is closer to that of the original image with a minor
loss in the accuracy of perceptual reproduction.

Introduction
Gamut reduction deals with the problem of modifying the

gamut of an input image to make it fit into a smaller destination
gamut. This problem occurs frequently both in the printing industry
where images must be carefully mapped to those colors that are
reproducible by the different inks and in the cinema industry where
cinema footage needs to be passed through a gamut reduction
method in order to be displayed on a television screen [5], [15].

There exist a huge number of gamut reduction algorithms
in the literature and we refer the reader to the book of Mo-
rovič [23] for a detailed explanation of them. Gamut reduction
algorihms are usually divided into two classes: global (or non-
local, non-adaptative) and local (or adaptative). Global meth-
ods [10], [14], [31], [25] involve point-to-point mapping of colors
(usually through a predefined lookup table) from source to tar-
get gamut. The standard global method is the Hue Preserving
Minimum ∆E (HPMINDE) proposed by Murch and Taylor [25]
where the point to point mapping is done through lines of constant
hue. Local or adaptative methods have been recently been on
track thanks to two important properties they share with human
perception: first, they better preserve the color gradient between
two out-of-gamut colors instead of mapping them to the same
in-gamut color and second, two out-of-gamut colors with iden-
tical lightness and chromaticity map to two different in-gamut
colors depending on their spatial context in the image. Some ex-
amples of local gamut reduction algorithms are the ones presented
in [1], [4], [16], [22], [24], [33], [20], [21], [11], [17], and [2].
Recently, Zamir et al. [32] presented a local method that is based
on a perceptually based contrast reduction of the colors.

Image saliency predicts the attentional gaze of observers view-
ing a scene [26], [30]. It has been used as a cue to aid in the
performance of both image processing and computer vision ap-

plications such as color to gray conversion [12], [3], image detail
visibility [28], and motion-compensated frame interpolation [13].
In a domain closer to that of gamut mapping, it has been used to
decide whether a black point compensation algorithm is needed
when printing an image [18]. However, despite the fact that the
gamut reduction goal is to emulate the experience felt by the
viewer in the original image, there is a limited amount of research
relating saliency and gamut mapping. One exception is Chen
and Beghadi [8] who considered saliency in their Image Gamut
Boundary Reduction (IGBR) algorithm. IGBR was proposed as
a pre-process for gamut mapping algorithms. The idea is that the
gamut boundary in the non-salient regions can be reduced without
losing any discriminative power. Saliency models have also been
suggested as gamut-mapping artifact detectors by Raja et al. [29]
and Cao et al. [7].

The goal of this paper is to bring saliency one step closer to
gamut mapping by introducing it in the gamut reduction process.
In particular, the hypothesis of our work is that it is possible to
modify the recent work by Zamir et al. [32] to better represent
the saliency of the original image without a noticiable loss of the
image reproduction quality.

The paper is organized as follows. In the next section we
will recap the method presented by Zamir et al. After that, we
will explain how saliency can be inserted into their method. This
explanation is followed by the results and conclusions.

Perception based gamut reduction
Zamir et al. [32] adapted the perceptually-inspired image

energy functional defined in Bertalmı́o et al. [6] to perform gamut
reduction. With their modifications, the image energy functional
is defined as
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α
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∑
y

w(x,y)|I(x)− I(y)|
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where α and β are constant and positive weights, γ is a constant
and real weight, I is a color channel (R,G or B), w(x,y) is a
normalized Gaussian kernel of standard deviation σ , I0 is the
original image, and µ is the mean average of the original image,
and I(x) and I(y) are two intensity levels at pixel locations x and y
respectively.

The resulting evolution equation for the previous functional
can be expressed as

Ik+1(x) =
Ik(x)+∆t

(
αµ +β I0(x)+

γ

2 RIk (x)
)

1+∆t(α +β )
(2)



where the initial condition is Ik=0(x) = I0(x). The function RIk (x)
indicates the contrast function:

RIk (x) =
∑y∈I w(x,y)s

(
Ik(x)− Ik(y)

)
∑y∈I w(x,y)

(3)

where x is a fixed image pixel and y varies across the image domain
I. The slope function s() is a regularized approximation to the sign
function, which appears as it is the derivative of the absolute value
function in the second term of the functional; in [6] they choose
for s() a polynomial of degree 7.

Zamir et al. show that by considering a negative value of the
γ parameter, i.e., by considering the second term of the functional
to represent contrast reduction, the gamut of the image decreases.
Furthermore, the smaller the value of γ , the smaller the gamut of
the resulting image. Based on these two facts, they propose an
iterative method for gamut reduction in terms of the γ coefficient.
At each iteration authors run Eq. (2) for some particular α , β , and
γ until they reach the steady state. At iteration 1, they set β = 1,
α = 0, and γ = 0, and therefore the original image is obtained
as the steady state. They select the pixels that are inside the
destination gamut for the final image and leave them untouched for
the following iterations. After that, they move to iteration 2, where
they decrease γ (for example, setting γ =−0.05) and increase α in
relation to γ by |γ|20 . They run again Eq. (2) until steady state, and
then check whether any of the colors that were outside the gamut
in the previous iteration have been moved inside the destination
gamut. If this is the case, they select them for the final image
and leave them untouched for the following iterations. They keep
iterating by decreasing γ (and increasing α accordingly) until all
the out-of-gamut colors come inside the destination gamut.

Therefore, they obtain a map of the γ values used at each pixel
accounting for the amount of contrast reduction that is necessary
at that pixel. The main goal of this paper is to adapt this map of to
better represent the saliency presented in the original image.

Considering saliency in the perception in-
spired gamut reduction algorithm

To start with, let us shed some light into Zamir et al method
[32]. Smaller values of γ will lead to a smaller gamut in the output
image and to a bigger reduction of the contrast. As the above
mentioned method follows an iterative approach on the γ parameter
that may result on a large difference of the contrast reduction
performed in a region in comparison to the one performed in the
surrounding ones. This fact will affect the saliency of the mapped
image since contrast is known to be an important cue for human
saliency, and therefore, saliency in the regions where a small value
of γ has been used might be lost.

The idea pursued in this paper is to modify Zamir et al.
method to obtain a gamut-mapped image with a saliency map
closer to that of the original image. To this end, our idea is to
reduce the difference in the gamma values between the regions
where saliency has been lost, and their surrounds. Increasing the γ

value will take us out of the target gamut, therefore, our approach
will decrease the γ value of the surrounding areas. Our method is
divided into three parts: detection of the regions where saliency
has been lost, creation of the new γ values map, and combination
of the initial gamut-mapped image (obtained using Zamir et al.
method) and the one obtained by the new map. Figure 1 presents

Figure 1: Workflow of our method. From the original image and
the gamut mapped one by Zamir et al. [32] method we obtain their
saliency maps and the difference between them. We binarize this
image and we combine it with the maps obtained by Zamir et al.
obtaining the set of interesting regions. Then, we compute the new
map and we apply the functional of Equation (2) for generating a
new gamut-mapped image.

the workflow of our approach which is carefully explained in the
following subsections.

Detecting the regions where saliency has been
lost

In this paper we will use the SIM saliency method presented
by Murray et al. [26]. Let us call Ior the original image and IGM the
gamut-mapped image by Zamir et al.. We can obtain the amount
of saliency that has been lost in each pixel by

L(IGM , Ior)(x) =


SIM(Ior)(x)

max(SIM(Ior))
− SIM(IGM)(x)

max(SIM(Ior))

if SIM(Ior)(x)> SIM(IGM)(x)
0 otherwise

(4)

In order to obtain binary regions to work with, we perform a
thresholding operation on L(IGM , Ior) and obtain

Lthres(IGM , Ior)(x) =
{

1 if L(IGM , Ior)(x)> ε1
0 otherwise

(5)



where ε1 is a real number. Let us denote as ΓGM the map of
the γ values for the IGM image. As we said previously, we are
interested in those regions where saliency has been lost due to
a large difference between their gamma values and the gamma
values of their surrounds. Therefore, to refine those regions given
by Lthres we compute a new map R() as

R(IGM , Ior)(x) =
{

1 if Lthres(IGM , Ior)(x) · |ΓGM(x)|> ε2
0 otherwise

(6)

where ε2 is a real number. In other words, we select only those
regions where the value of γ is small enough so that the surrounds
can be decreased.

The map R() is already defining those regions we want to
handle. However, we need to be sure that the contours of the
regions are consistent with the original image data. To that end,
we fill in the map R(IGM , Ior) with the adjacent pixels that have a
similar γ value.

Creating the new γ map
Our goal here is to reduce the difference in the γ values be-

tween the regions where saliency has been lost and their surrounds.
But, at the same time, we do not want to sacrifice reproduction ac-
curacy to a great extent. Therefore, our method takes into account
the distance of each pixel from a region of interest. By taking this
into consideration, our new map ΓSGM is defined as

ΓSGM(x) =


ΓGM(x)+ τ · (1−d(x,R)) ·max(R(IGM , Ior) ·ΓGM)

if R(x) = 0
ΓGM(x)+ τ

2 ·max(R(IGM , Ior) ·ΓGM)
elsewhere

(7)

where d(x,R) is the distance between the pixel x and its closest
region of interest in R (that is, the closest pixel with a R = 1) and
τ is a real number between 0 and 1 that controls the decrease in
the surrounding pixels.

Then, from the new map ΓSGM we can run Equation(2) for
each of the values and obtain a new gamut mapped image ISGM .

Combining the mapped images
Let us note here that the image ISGM obtained by the map

ΓSGM will have a saliency closer to the original image in our
regions of interest, but may lose some saliency in other regions.
Thus, the last step of our algorithm combines both IGM and ISGM .
Our final image is then defined as

I f inal(x) =
{

ISGM(x) if SIM(ISGM)(x)> SIM(IGM)(x)
IGM(x) otherwise

(8)

Results
We ran our algorithm on a set of 17 still images presented

in Figure 2. We considered different values of τ and selected the
image that presents a saliency closer to that of the original image.
We have defined d(x,R) as the normalization between 0 and 1 of
the Euclidean distance in the pixel domain. ε1 is obtained by using

Figure 2: Images used for our experiment. The first 3 images of
row 3 and the fifth image of row 4 are from CIE [9]. Rest of the
images are courtesy of Kodak.

Otsu’s method [27], while ε2 is defined as the value given by the
Otsu’s method divided by 4.

In order to measure the performance of our method we have
defined a measure of saliency difference. This measure compares
the saliency of a gamut mapped image to the saliency of the original
image as follows

S(IGM , Ior) = ∑
x
|(SIM(Ior)(x))− (SIM(IGM)(x))| (9)

Based on this formula, we compare our method to the one of
Zamir et al. [32]. Results are presented in Table 1. We can see
that there is only one image where our method fails to improve
the saliency difference. In counterpart, our method achieves a
remarkable improvement of more than 10% in 4 of the images.

Zamir et al. Proposed Improve
[32]

Image (units=106) (units=106) (%)
Caps 3.02 2.67 11.77
Raft 2.63 2.59 1.71
Barn 2.03 1.98 2.61
Girl 1.10 1.06 3.51
Birds 2.56 2.53 1.22
Motorbikes 3.24 2.79 14.20
Boat 1.58 1.55 1.67
Beach 0.77 0.67 13.22
Party 8.20 8.14 0.81
Portrait 7.85 7.37 6.17
Picnic 10.90 9.29 15.27
Window 4.02 3.95 1.86
Woman with Hat 3.32 3.27 1.49
Sailing Boats 0.84 0.84 0
Statue 3.08 2.98 3.32
Model 5.76 5.70 1.09
Ski 2.88 2.62 8.99

Table 1: Saliency difference error versus the original image for
both the original Zamir et al. method and our modification.

Once it is proven that our approach does reduce the saliency



difference with respect to the original image, a new question arises:
does this improvement come at the cost of bad imaqe quality re-
production? To answer this question, we use the Color Image
Difference (CID) metric [19]. The CID metric was specially de-
vised for objectively evaluating gamut reduction algorithms. It
is based on estimating the perceptual differences given by the
changes, from one image to the other, in features such as hue,
lightness, chroma, contrast, and structure.

Results of the CID metric in the form of mean, median and
root mean squared error (RMSE) for the 17 images are presented
in Table 2. In this Table we compare our approach to the Zamir
et al. [32] method as well as to other state-of-art-methods: HP-
MIMDE [25], the Alsam and Farup method [2], and the Lau et al.
method [2]. Results for our approach are slightly poorer than those
obtained by the Zamir et al. method, but they are still better than
the results presented by all the other methods. In other words, we
achieve better salient reproduction at the expense of a slight loss
in image quality, but this loss is affordable since none of the other
state-of-the-art methods outperforms our proposed approach.

Method Mean Median RMSE
Proposed 0.0414 0.0299 0.0576
Zamir et al. [32] 0.0360 0.0280 0.0485
HPMINDE [25] 0.0674 0.0514 0.0873
Alsam and Farup [2] 0.0472 0.0398 0.0627
Lau et al. [17] 0.0665 0.0695 0.0807

Table 2: CID error for our new approach and four state of the art
methods.

Conclusions
In this paper we have proposed a modification to the gamut

reduction algorithm recently published by Zamir et al. [32] in
order to obtain a gamut-mapped image that is closer in terms of
its saliency to the original image. To this end, we have modified
the amount of contrast reduction applied by Zamir et al. in the
adjacent regions to those where saliency was lost.

Our results show that by following our proposed approach,
an image with a closer saliency to that of the original image is
obtained. This improvement of saliency comes at the expense of a
slight decrease in the quality of the reproduced image, although
this slight loss is acceptable since our method competes with the
state-of-the-art methods in terms of overall image quality.

Further work might take two directions. First, to study how
our approach adapts to other image saliency methods. Second, to
study the possibility of segmenting the original image in order to
perform a local coefficient modification.
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